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Legal Framework for Artificial Intelligence 

and Privacy 
    

SHANTHOSHIYA T.C.1
 AND DURGA C.2 

         

  ABSTRACT 
Cyber-crime mainly involves activities that use internet and computers as a tool to extract 

private information of an individual either directly or indirectly. The technological 

development in the field of AI becomes a greater threat in the area of right to privacy. The 

disclosure of personal information on online platforms which includes names, addresses, 

financial information and sensitive information from medical records to dating apps the 

personal information was hacked without the person’s consent or making threads with the 

aim of degrading the reputation or causing mental or physical harm.  

The freedom of association is constrained among the individuals by the usage of AI 

technologies which compromise people's privacy. The interference of AI happens mostly 

due to the fact that more than half of online users have limited knowledge of how online 

platforms work, are uninformed about technical improvements, and have limited computer 

literacy sufficient education and training.  

In the 21st century the vast development of social media was a major thread to right to 

privacy. Social Media accounts such as Facebook, Instagram were mostly getting into the 

hacker hands and anonymous messages have been sending by the hacker to various 

accounts. Women’s are mostly targeted cyber stalking, cyber pornography, impersonation 

etc. 

This research paper mainly focuses with how AI have interfered into the life of the 

individuals by using online platforms by hacking the personal information of individuals by 

data theft and misused the social media accounts by creating fake profiles and sending 

anonymous messages. This paper defines separately about various terms such as 

cybercrime, privacy, AI and Acts which are covering right to privacy with a comparative 

study. 

Keywords: Artificial Interference (AI), Right to privacy, Hacking, Social Media, Personal 

Information. 

 

I. INTRODUCTION 

This chapter offers a broad overview and background information about the reasons for the 
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study, the issue and the research questions, the goals and objectives of the study, and the thesis 

structure. This paper mainly focuses on how AI has interfered with the right to privacy of 

individuals through social media.  

It is important to remember that privacy needs to be safeguarded not just in the normal world 

but also in online platforms. However due to the availability of smart devices, the growth of the 

internet in a rapid time, and increased worldwide connectivity, the usage of the Internet and 

social media platforms has increased dramatically in India which led to privacy infringement of 

the individual. 

Online forums offer a good way to openly express oneself to a big public audience, but by the 

way of exposing their personal information, it grabs the attention of hackers which makes them 

run the risk of internet theft, hacking of social media accounts using AI tools in certain 

circumstances that information will lead to physical harm or mental harm to the online user.  

II. BACKGROUND  

The world was at peace without any distractions before the introduction of the concept of AI. 

Before this concept was developed crimes were made by humans after the vast development of 

AI crimes were made by human-made computer applications. The idea of artificial intelligence 

has been established since the early 1940s, but it gained fame after the creation of the "Turing 

test" in 1950.  

Artificial intelligence (AI) continues to modify various aspects of our modern life. The most 

important recent crimes in the digital era were especially obvious in the social media scenario 

where the privacy of individuals is interfered with by AI. For example, if a person searches for 

a particular kind of shampoo product details will automatically appear on another social media 

account because personal information such as email ID, name, addresses, and pre-search history 

where been used on those online platforms were all the same which led to personal data theft. 

Privacy is an individual and fundamental right; every person has a legitimate right to protect 

his/her privacy.  

In India, the Right to Privacy was held as a fundamental right under Article 21 of the 

Constitution of India. Privacy was added to the constitution when Justice KS Puttaswamy filed 

a writ suit in the Supreme Court in the year of 2012 challenging the government's Aadhar 

Project because it infringed the basic right of privacy, the country had a significant uproar or 

debate regarding the right to privacy should be recognized as a fundamental right. Information 

Technology Act of 2000 and Indian Penal Code 1860 are the law that addresses cybercrimes 

and prescribes punishment for infringing the law. The Digital Personal Data Protection Act, 

https://www.ijlmh.com/
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2023 (also known as the DPDP Act or DPDPA-2023) is an act of the Indian Parliament that 

establishes guidelines for the processing of digital personal data while acknowledging both the 

need to process such data for legitimate purposes and any issues that may arise in connection 

with or incident related to infringement of privacy.  

Because of the complexity of the code used in AI systems, AI poses a threat to the privacy of 

both persons and organizations. As AI develops, it will be able to make conclusions based on 

small data patterns that are challenging for people to realize. As a result, in the mere future 

people might not even be aware that their personal information is being utilized to make remarks 

that will create an impact on them which turn their private matters into public but due to 

technical development, they will not consider the drawback of using the AI in day to day life.  

(A) Objective of the study  

To critically analyze and explore the ethical implications and challenges arising from the 

increasing integration of Artificial Intelligence (AI) in various sectors and its impact on the 

fundamental right to privacy. This objective aims to examine the potential risks, benefits, and 

legal frameworks surrounding Al technologies, striving to identify and propose safeguards and 

strategies that uphold individual privacy rights while fostering innovation and responsible Al 

development 

III. CYBERCRIME UNDER RIGHT TO PRIVACY AND AI DEFINITIONS  

This topic provides a clear idea and defines what is meant by Cybercrime, Privacy, and Artificial 

Intelligence. 

(A) Cybercrime 

a. Definition of Cybercrime  

Cybercrime refers to criminal activities that are carried out using computers or the internet. 

often targeting digital systems, networks, or devices. These crimes can encompass a wide range 

of illegal activities, including but not limited to: 

● Hacking 

● Phishing 

● Malware 

● Identity theft 

● Online scams 

● Cyberbullying 

https://www.ijlmh.com/
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● Cyber espionage 

● Data breaches 

● Cybercrime poses significant challenges to individuals, businesses, 

governments, and societies at large due to its ability to transcend geographical boundaries and 

the evolving nature of technology, necessitating continuous efforts to strengthen cybersecurity 

measures and legal frameworks to combat such criminal activities. 

b. Types of Crime using AI tools in Social Media 

As technology advances, cybercriminals leverage Al tools to commit various types of 

cybercrimes, especially within social media platforms. Here are some types of cybercrimes that 

utilize Al tools in social media: 

Al-Powered Phishing Attacks: Cybercriminals use Al algorithms to create highly convincing 

and personalized phishing messages. These messages may imitate legitimate social media 

accounts, enticing users to click on malicious links, share personal information, or download 

malware. 

Deep fake Manipulation: Al-driven deep fake technology is used to create convincing forged 

videos or images that appear authentic. This can involve creating fake profiles or sharing 

manipulated content on social media to spread misinformation, defame individuals, or 

manipulate public opinion. 

Social Engineering Attacks: Al tools aid cybercriminals in conducting sophisticated 

Regenerate engineering attacks on social media. These attacks involve manipulating users into 

revealing sensitive information or granting access to their accounts by exploiting trust or 

emotions through Al-generated messages or profiles. 

Automated Bots and Spamming: Ai-powered bots are employed to automate fake account 

creation, generate spam content, inflate follower counts, or spread propaganda. These bots can 

manipulate social media trends, influence public opinion, or spread fake news and 

misinformation. 

Targeted Advertising Exploitation: Al algorithms are utilized by cybercriminals to gather and 

analyze vast amounts of user data from social media platforms. This information they used to 

create highly targeted and deceptive advertising campaigns, aiming to scam or promote 

fraudulent products or services. 

Identity Theft and Profiling: Al tools assist in aggregating and analyzing large datasets from 

social media to construct detailed user profiles. These profiles can be exploited for Identity 

https://www.ijlmh.com/
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theft, enabling cybercriminals to impersonate individuals or conduct targeted attacks for 

financial gain or reputation damage. 

Cyberbullying and Harassment: Al-powered tools can amplify cyberbullying and harassment 

on social media by automating the distribution of hateful or threatening messages. These tools 

enable the rapid dissemination of harmful content, affecting individuals; mental health and well-

being. These are some of the examples that illustrate how Al tools can be utilized to orchestrate 

various cybercrimes within social media platforms. As Al continues to evolve, the challenges 

associated with combating these crimes also escalate, requiring ongoing advancements in 

cybersecurity measures and regulations to mitigate their impact. 

(B) Privacy 

a. Definition 

Privacy refers to the right or ability of individuals to control and manage their personal 

information, actions, thoughts, or spaces. It involves the freedom to maintain confidentiality, 

autonomy, and boundaries regarding personal data and private affairs 

Key aspects of privacy include: 

Informational Privacy: The right to control the collection, use, and sharing of personal data, 

such as financial information, medical records, browsing history, and other sensitive details 

Physical Privacy: The right to solitude and seclusion in one’s physical space, free from 

intrusion or surveillance. 

Communicational Privacy: The night to control communications and protect the 

confidentiality of conversations, emails, messages, and other forms of communication. 

Decisional Privacy: The ability to make personal decisions without external interference or 

coercion. Privacy is considered a fundamental human right and is crucial for protecting 

individual dignity, personal autonomy, and freedom. It is essential to maintain trust in 

relationships, both in personal interactions and within societal structures. With the rise of digital 

technologies and the collection of vast amounts of personal data, preserving privacy has become 

a significant concern, prompting the need for regulations, policies, and technological safeguards 

to safeguard individual’s privacy rights. 

b. How privacy was infringed on the online platform 

Privacy infringement in online platforms can occur through various means, including: 

Data Collection and Tracking: Online platforms often collect extensive user data, including 

https://www.ijlmh.com/
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browsing habits, search history, location information, and preferences. This data can be used 

for targeted advertising or shared with third parties without explicit user consent, leading to 

concerns about user privacy. 

Data Breaches: Security vulnerabilities or hacking incidents can result in data breaches, 

exposing sensitive information such as usernames, passwords, credit card details, and personal 

Identification data to unauthorized individuals or entities. 

Lack of Transparency: Online platforms might not adequately disclose their data collection 

practices, how user information is utilized, or with whom it is shared, leaving users unaware of 

how their data is being used. 

Third-Party Apps and Permissions: Some platforms allow third-party applications to access 

user data through APIs. However, users might inadvertently grant excessive permissions to 

these apps, leading to potential misuse or unauthorized access to personal information. 

Social Engineering and Phishing: Cybercriminals use social engineering techniques to trick 

users into revealing personal information, login credentials, or sensitive data through deceptive 

tactics, masquerading as legitimate entities on online platforms. 

Surveillance and Tracking Tools: Some online platforms employ tracking tools or cookies 

that monitor user activities across various websites, creating extensive user profiles without 

explicit consent. Misuse of Personal Information: Online platforms might misuse or sell 

personal information for purposes unrelated to the services, violating user privacy expectations. 

 Lack of End-to-End Encryption: Communication platforms that lack end- to-end encryption 

may expose users’ conversations and data to potential interception or unauthorized access. 

Profile Targeting and Behavioral Advertising: Online platforms use algorithms to create 

detailed user profiles based on their online activities. These examples illustrate how privacy can 

be infringed upon in various ways within online platforms. As a response, there have been 

efforts to implement stronger privacy regulations, improve transparency regarding data 

practices, and develop technologies that prioritize user privacy and security. 

(C) Artificial Intelligence  

a. Definition  

Artificial Insights (AI) apparatuses allude to a wide run of program, calculations, systems, and 

advances outlined to perform shrewdly assignments or recreate human-like cognitive capacities. 

These instruments use information, calculations, and computational control to mechanize 

forms, make expectations, fathom issues, and move forward decision-making without express 

https://www.ijlmh.com/
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human intervention. 

Some examples of AI include: 

• Natural Dialect Handling (NLP) Instruments: NLP devices like NLTK, SpaCy, and 

Embracing Confront Transformers encourage dialect investigation, assumption 

examination, content era, interpretation, and other language-related tasks. 

• Computer Vision Libraries: OpenCV, TensorFlow Protest Location API, and pyTorch 

vision library are cases of apparatuses utilized for assignments like picture 

acknowledgment, question location, facial acknowledgment, and picture processing. 

• Chatbot Stages: Instruments like Exchange Stream, Microsoft Bot System, and Rasa 

empower the advancement of conversational AI operators or chatbots able of association 

with clients through content or speech. 

• Automated Machine Learning (AutoML) Stages: These apparatuses, such as Google 

AutoML, H2O.ai, and Data Robot, robotize the machine learning pipeline, counting 

assignments like building, demonstrating determination, and hyperparameter tuning. 

• Deep Learning Systems: Systems like Keras, TensorFlow, and PyTorch specialize in 

making and sending profound neural systems for complex errands such as picture 

acknowledgment, discourse acknowledgment, and normal dialect understanding. 

b. Merits and demerits of AI 

While counterfeit insights offer various focal points, it too has certain impediments. AI merits 

incorporate expanded productivity through errand mechanization, information investigation for 

educated choices, restorative conclusion help, and the coming of independent cars. Work 

uprooting, moral issues with respect to inclination and protection, security issues from hacking, 

and a need for human-like imagination and compassion are a few of the demerits of AI. 

i. Merits of AI: 

• Automation and Proficiency: AI empowers robotization of monotonous errands, driving 

to expanded proficiency, efficiency, and fetched investment funds in different 

industries. 

• Data Examination and Bits of knowledge: AI can prepare endless sums of information 

rapidly, extricating profitable experiences and designs that help in decision-making and 

predictions. 

• Improved Healthcare: AI applications upgrade diagnostics, medicate revelation, 

https://www.ijlmh.com/
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personalized medication, and quiet care, driving to superior wellbeing results and 

treatments. 

• Enhanced Client Encounter: AI-powered chatbots, proposal frameworks, and 

personalized administrations progress client intelligence and satisfaction. 

• Advancements in Investigate and Science: AI helps in logical inquiry about, 

reenactments, and investigation, quickening revelations in areas like space science, 

science, and physics. 

• Automation in Industry and Fabricating: AI-driven mechanical technology and 

robotization make strides in accuracy, security, and proficiency in fabricating processes. 

ii. Demerits of AI: 

• Job Relocation: Robotization by AI advances can lead to work relocation in different 

divisions, affecting business openings for certain professions. 

• Bias and Moral Concerns: AI calculations can acquire inclinations from the information 

they are prepared on, driving to biased choices or propagating societal biases. 

• Privacy Concerns: AI applications regularly depend on broad information collection, 

raising concerns around the security and security of individual information. 

• Dependency and Unwavering quality: Overreliance on AI frameworks can lead to 

vulnerabilities, mistakes, or framework disappointments, influencing basic operations 

and decision-making. 

• Lack of Straightforwardness: Complex AI models can need straightforwardness and 

explainability, making it troublesome to get it the thinking behind their decisions. 

• Ethical Predicaments: AI raises moral situations, particularly in ranges like independent 

vehicles, healthcare decision-making, and military applications, where ethical 

contemplations are crucial. 

(D) Acts related to privacy Protection 

In India, the right to protection is considered an essential right, and a few acts and legitimate 

arrangements exist to secure and maintain this right. A few of the key acts and legal rebellious 

related to the proper to security in India include: 

o Constitution of India 

o Information Technology Act of 2000 

https://www.ijlmh.com/
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o Indian Penal Code,1860 

o The Digital Personal Data Protection Act, 2023 (DPDP Act 2023 

IV. CONSTITUTION OF INDIA  

The right to protection isn't unequivocally specified within the Structure of India. In any case, 

different judgments by the Incomparable Court of India have set up that the proper to protection 

is inborn in a few principal rights, counting the correct to life and personal freedom (Article 

21). 

Privacy is the state of being secured from open breach without one's authorization. For a long 

time, the Indian legal system battled to recognize the right to protection as a crucial right. Prior 

choices in M.P Sharma vs Satish Chandra,1954 and Kharak Singh vs the State of U.P, 1962 

held that the right to security isn't a principal right ensured by the Indian Constitution. 

The court overruled two past choices (M.P. Sharma v. Satish Chandra, 1954, and Kharak Singh 

v. State of Uttar Pradesh, 1962) that held that the correct security isn't expressly ensured under 

the Indian Structure. Afterward within the year of 2017 within the case of Equity K.S. 

Puttaswamy (Retd.) v. The Union of India recognized the right to security as a crucial right and 

emphasized the importance of shielding individuals' security from state and non-state on-screen 

characters. The judgment highlighted that the right to protection ensures people against illegal 

or intemperate state reconnaissance, attack of security, and interruption into individual things 

without a legal avocation. It recognized the noteworthiness of educational security, expressing 

that the security of individual information and data is vital to protecting protection rights within 

the computerized age. 

(A) Information Technology Act of 2000 

The Information Technology (IT) Act, of 2000 does not unequivocally say the correct to 

protection as a standalone arrangement. Be that as it may, certain areas inside the Act in a 

roundabout way address perspective related to the assurance of security and information 

security. These areas essentially center on the assurance and dealing with of delicate individual 

information or data by substances collecting and preparing such information. Here are the 

important segments: 

• Section 43A - Emolument for Disappointment to Ensure Information: This area 

bargains with the remuneration to be paid by a body corporate (counting companies) 

to any individual influenced due to the company's carelessness in actualizing and 

keeping up sensible security hones and methods for touchy individual information 

https://www.ijlmh.com/
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or information. 

• Section 66 C- Character burglary: Whoever falsely or dishonestly uses another 

person's electronic signature, secret word, or any other one of a kind Recognizable 

proof highlight should be rebuffed with detainment of either kind for a term of up to 

three a long time, as well as a fine of up to one lakh rupees. 

• Section 66 E- Violation of bodily injury: Whoever intentionally or knowingly 

captures, publishes, or transmits an image of a private area of another person without 

his or her consent, in circumstances that violate that person's privacy, will be 

imposed imprisonment for up to three years or a fine of up to two lakh rupees, or 

both. 

• Section 72A - Punishment for Disclosure of Information in Breach of Law: This 

section pertains to the punishment for disclosure of information in breach of a lawful 

contract. It states that any person who, while working with a lawful contract, has 

secured access to personal data and intentionally discloses such information without 

the consent of the person concerned shall be punished. 

These sections under the IT Act aim to ensure that entities handling sensitive personal data or 

information implement appropriate security measures to protect individuals' privacy and 

personal information. 

(B) Indian Penal Code,1860  

Impact on the individuals due to infringement of the right to privacy through social Within the 

Indian Corrective Code, of 1860, a few areas bargain with offenses that are related to 

cybercrimes or offenses conducted through computerized implies with their endorsed 

discipline. Numerous of the cybercrimes culpable beneath the IPC and the IT Act share 

comparable components and indeed nomenclature. 

(C) Difference Between the IT Act and IPC 

The majority of cybercrimes secured by the IT Act are culpable by detainment for three a long 

time or less. The taking after cybercrimes are culpable by detainment for more than three years: 

Section 67 of the IT Act denies the distribution or transmission of vulgar fabric in electronic 

form. 

Section 67A of the IT Act forbids the electronic distribution or transmission of substance 

including sexually unequivocal acts, etc. 

https://www.ijlmh.com/
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Section 67B of the IT Act denies the distribution or transmission of fabric delineating children 

in sexually unequivocal acts, etc., in electronic shape; and 

Section 66F of the IT Act characterizes cyberterrorism. 

Aside from the punishments sketched out within the IT Act of 2000, certain violations are also 

covered by IPC directions. The taking after could be a list of the IPC arrangements, related to 

social media cyber offenses that are pulled in by the reasonable Segments and the discipline for 

them. 

Section 292 In spite of the fact that this Section was initially expecting to address the deal of 

vulgar fabric, it has advanced within the advanced age to address different sorts of cybercrimes. 

The discipline for such acts is detainment and a fine of up to two years and Rs. 2000/-. In case 

any of the previously mentioned acts are committed for a moment time, the sentence might be 

up to 5 a long time in jail and a fine forced up to RS. 5000/-. 

Section 354C the cybercrime characterized in this segment is the capture or spread of a photo 

of a woman's private parts or exercises without her assent. First-time wrongdoers confront 1 to 

3 a long time in jail, and Second-time wrongdoers get a five to seven-year sentence. 

Section 354D characterizes and penalizes 'stalking,' which incorporates both physical and 

cyberstalking. In the event that the lady is being observed by means of electronic 

communication, the web, or mail, or in case she is harassed to connected or Contact her in spite 

of her lack of engagement is commensurate to cyberstalking. The discipline for this offense is 

detainment for up to three a long time for the primary offense and 5 a long time for the moment 

offense, as well as a fine. 

Section 468 states in the event that the offenses of e-mail spoofing or online imitation are done 

to commit other genuine offenses, such as cheating, which carries a seven-year jail sentence, a 

fine, or both. 

Section 469 In the event that anybody commits fraud exclusively to malign or transform a 

particular individual or knowing that such fraud hurts a person's notoriety, whether within the 

frame of a physical report or through online, electronic shapes, he or she can confront 

detainment for up to three a long time as well as a fine. 

Section 503, Area 504, and Area 506 characterize cyber extorting or debilitating a individual 

having a purposeful to bug a lady by the way of e-mail or any other electronic shapes and will 

be held at risk for discipline, fine, or both. 
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(D) Digital Personal Date Protection Act, 2023 (DPDP Act 2023) 

Currently, India needs a single information assurance law. The Information Technology (IT) 

Act of 2000 administers the utilize of individual information. The central government built up 

a Committee of Specialists on Information Security in 2017, chaired by Equity B. N. Srikrishna, 

to examine information assurance issues within the nation. In July 2018, the Committee 

submitted its report. The Individual Information Assurance Charge 2019, was presented in Lok 

Sabha in December 2019 based on the Committee's suggestions. The Charge was sent to a Joint 

Parliamentary Committee, which detailed in December 2021.2 The Charge was pulled back 

from Parliament in 2022. An unused charge was discharged for open comment in November 

2022. At that point, the Advanced Individual Information Assurance Charge came into impact 

in Eminent 2023. 

a. The Key prerequisite of the DPDP Act in India 

1. Determining a lawful premise for redressing and preparing personal data. 

2. The information guardian and the information processor sign an information handling 

agreement. 

3. Completing information subject demands such as access and eradication in line with the 

DPDP Act. 

4. Obtaining parental authorization for children beneath the age of 18 who are all utilizing 

social media to ensure them from irritating and undermining by any mode of electronic 

shapes. 

5. Applying fitting information security safeguards e.g.: two-factor authentications. 

b. Comparative consider of the DPDP Act with other country privacy Acts 

India takes after the Advanced Individual Information Security Act 2023 for the assurance of 

the security of the person. A few nations take after their Acts for the security of their citizen’s 

privacy. 

The Common Information Protection Regulation (GDPR) got to be the foremost dynamic and 

comprehensive authoritative degree for the assurance of individual information and its nonstop 

security in 2018. 

This is an universal information security protection direction that influences any organization 

that forms any individual information (counting biometrics) from any EU people. It set up the 

benchmark and molded the designs that presently rule this industry. At last, information security 

is concerned with shielding information and data against both inside and outside perils. It 
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diminishes the perils of extortion, compromise, and debasement whereas too ensuring the 

individual. 

Some districts, such as Europe, have actualized GDPR which forces strict controls that deliver 

extreme fines on individuals who abuse the rules, though nations, such as the Joined together 

States, are still hooking with formal and centralized laws that give bound together protection. 

Brazil takes after Brazil’s Lei Geral de Proteção de Dados (LGPD) which came into drive in 

September 2021. South Africa has forced the Assurance of Individual Data Act (POPIA) from 

July 2021. These nations have executed their Acts by contributing the rules taken after beneath 

the Common Data Protection Law (GDPR) which is utilized as a premise to make their Acts. 

Infringement of the right to privacy in social media can have significant and far-reaching 

impacts on individuals: 

● Exposure of Personal Information: Social media platforms often encourage sharing 

personal information. However, privacy breaches or misuse of this information can 

expose sensitive details such as addresses, phone numbers, or personal preferences to 

malicious actors or unintended audiences, leading to security risks and potential identity 

theft. 

● Impact on Mental Health: Continuous exposure to social media and potential privacy 

breaches can affect mental health. Individuals may experience anxiety, stress, or fear 

related to the loss of control over their private information or the fear of judgment or 

cyberbullying. 

● Reputational Damage: Unauthorized sharing or misuse of personal data on social media 

can harm an individual's reputation. Inappropriate content or private information shared 

without consent can damage one's professional or personal image. 

● Targeted Advertising and Manipulation: Social media platforms often utilize user data 

for targeted advertising, creating personalized content based on collected information. 

This can lead to concerns about manipulation, intrusion into personal choices, and 

influence on decision-making. 

● Cyberbullying and Harassment: Privacy infringements in social media can lead to 

cyberbullying, trolling, or online harassment. Personal information disclosed without 

consent may become fodder for malicious attacks, causing emotional distress and 

affecting mental well-being. 

● Loss of Privacy Control: Social media users might unwittingly grant access to their 
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private information or sensitive data through platform settings, leading to a loss of 

control over who can access their information. 

● Impact on Relationships: Breaches of privacy in social media, such as unauthorized 

sharing of private conversations or images, can strain personal relationships, causing 

trust issues and emotional turmoil. 

● Legal and Safety Concerns: In some cases, privacy infringements on social media can 

result in legal disputes, safety risks, or financial losses due to identity theft or fraud. 

● Fear of Surveillance: Individuals might feel under constant surveillance on social media, 

affecting their behavior, self-censorship, or reluctance to share personal experiences or 

opinions freely. 

● Lack of Consent and Control: Users may feel violated when their data or content is 

shared or used without their explicit consent, highlighting the importance of clearer 

consent mechanisms and increased control over personal information. 

Even though AI has changed the world at large the above are the major drawback of AI among 

the individual right to privacy on social media.  

V. CONCLUSION/SUGGESTIONS  

This article provides an overview of cybercrime, privacy, and artificial intelligence relating to 

the right to privacy. This chapter discusses the fundamental rights of the right to privacy in the 

Indian Constitution. It also describes the punishment being imposed for the offenders in the 

Information Technology Act,2000, Indian Penal Code,1860, and the newly implemented Digital 

Personal Data Protection Act, 2023. 

Even though we have regulations related to privacy infringement through AI. People are not 

aware of the risks involved in the usage of AI. The risk of harassment, threats, stalking, fake 

profiles, cyberbullying, and manipulation of images was happening due to the disclosure of 

personal information in the public view. Mostly, a woman becomes the victims of crimes made 

in cyberspace through AI.  

In the context of the interference of Artificial Intelligence (AI) in the right to privacy, here are 

some suggestions to mitigate potential privacy concerns: 

● Transparency and Explain ability: Encourage transparency in AI algorithms and 

systems to make their functioning more understandable and explainable. Ensuring 

that individuals understand how their data is used and how AI-driven decisions are 

made can foster trust and mitigate privacy concerns. 
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● Data Minimization and Purpose Limitation: Collect and process only necessary data 

for specific purposes. Implement stringent protocols to limit data collection, use, and 

retention, minimizing the risk of excessive intrusion into individuals' privacy. 

● Regulatory Frameworks and Enforcement: Establish comprehensive and adaptive 

regulatory frameworks that address AI's impact on privacy rights. Ensure these 

regulations are regularly updated to keep pace with technological advancements. 

Enforce strict penalties for non-compliance with privacy regulations. 

● Education and Awareness: Increase public awareness and education about AI 

technologies and their privacy implications. Educate individuals about their rights 

regarding data privacy and ways to safeguard their information. 

● Research and Development: Encourage research into privacy-enhancing 

technologies (PETs) that can augment AI systems while preserving individual 

privacy. Invest in the development of AI models that prioritize privacy and minimize 

data exposure. 

By incorporating these recommendations into policymaking, technology development, and 

societal practices, it is possible to reduce AI's interference with the right to privacy and promote 

an environment in which technological breakthroughs live peacefully with effective privacy 

safeguards. 

***** 
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